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Abstract 
On the eve of the General Data Protection Regulation (GDPR) 
coming into effect we, a university laboratory, marked the 
occasion with an interactive installation called Compliance. 
Data traces from Compliance were subsequently processed 
by the lab, here enacted in the form of a play. While much 
discussion has centered around modern ’black-boxed’ pro-
cessing of data, less attention has been paid to the value of 
the data itself, and whether it merits use. We draw on dra-
maturgical methods for both analysis and presentation [15], 
allowing for readers to imagine staging their own, different, 
versions of the event. Drawing on the ambiguous ontolog-
ical status of (yet unexamined) data, we offer a discussion 
on the value of data, its use and non-use, as well as how to 
live with this ambivalence, continuously negotiating social 
contracts about our further conduct with the data. 
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Figure 1: The Compliance 
installation consisted of an inflated 
plastic igloo bubble arranged in the 
public atrium of the university. 
Compliance emphasized the 
experiential qualities of becoming a 
"data subject." "Anyone becomes 
at some point a data subject... 
[when] they disclose some 
personal data" [1]. Compliance 
thus staged an extended moment 
of disclosure and discretion of the 
data subject. An act of deletion 
subtracts a piece of personal data, 
diminishing what is subject to 
compliance, but an act of writing 
down a trace of that deletion 
creates new kinds of data that are 
ambiguously in relation to 
compliance. The bubble was a 
private space (only one person 
could enter at a time) but 
transparent and on display. Many 
people approached and asked 
about the installation but only few 
entered. Photo: cz ETHOS Lab. 

Character gallery1 

LAB MANAGER; DATA CONSULTANT, DATA ANALYST, 
LAB DIRECTOR, LAB MEMBERS 1-4;2 

Act I: Unboxing the Black Box of Data 
A university laboratory in the age of Big Data 3 . A dimly lit 
room, a disembodied voice of a female IoT device can be 
heard quietly reading the text of the General Data Protec-
tion Regulation (GDPR), fading to silent as the show be-
gins. The members of the laboratory are invited to gather 
around a meeting table upon which, spotlit, sits a sealed 
black box. A lab manager speaks to the room who have 
convened to unbox the data collected within. 

LAB MANAGER: Welcome. You see here the black box 
containing the data traces from our Compliance event. 
Compliance was an experiment the lab did over a year ago 
around the launch of GDPR. We had long planned to make 
an intervention into the ongoing GDPR debate, so people 
who were members of the lab at that time, some of which 

1While HCI researchers have used methods from drama and perfor-
mance to explore use-scenarios for design of interactive systems, here we 
applied such an approach to explore our own uses of data. We adopted 
a drama workshop format to analyze (or not) the data collected from the 
Compliance installation. As Mehto et al [15] note, this format allows partic-
ipants to playfully embody positions within a problematic scenario through 
metaphor and fiction, enabling controversy to emerge without necessarily 
aligning to the stakes of the outcome. 

2During the workshop we (authors 1, 2 and 3, playing the roles of lab 
manager, data analyst and data consultant) created a narrative structure 
of three acts which shifted the group towards dramatic conflict between the 
imperative to open the box and the stakes of (not) analyzing the material 
within. Each act began with a dramatic reading followed by improvisation 
by the workshop participants. The characters in the play below are fictional 
pastiche characters distilled from the workshop that bear only passing 
resemblance to actual lab members. 

3’in the age of Big Data’: the term ’data’ bears a very specific mean-
ing. This is a kind of data whose value is often presented as self-evident, 
an unavoidable step towards progress where extractionary metaphors 
abound (cf. the new ’oil’, the new gold, etc... [17]) 

are in this room today, conceptualized an interactive instal-
lation around the theme of compliance, that differed in tone 
from the institutional communications focused on compli-
ance and legal considerations surrounding GDPR rollout. 

Among the group, some nod. They seem to recall the event. 

LAB MANAGER: The installation we thought up was an 
igloo-shaped plastic bubble, blown and held up by an air 
pump. In it, we fit a couch, table and a speaker reciting the 
GDPR text with a soft voice, creating a meditative atmo-
sphere in the bubble, where one was encouraged to con-
template one’s relationship to data. 

LAB MANAGER: It was put up here in our own public uni-
versity. And in order to enter this coveted space of compli-
ance, you had to delete a personal data item and document 
this deletion by writing it down on a piece of paper provided 
and slot it into the box. 

LAB MANAGER: The installation was taken down after the 
event. But it produced traces (the box and contents). I have 
held on to this box for so long with the idea that we would 
do something with it and the data it contains. So now, we 
are gathered together to decide what to do with this data. 
Are there any questions? 

Act II: Upon Not Opening the Black Box 
The group is found seated around a table already in the 
midst of heated discussion about the nature of this unbox-
ing. A member of the audience reveals themselves to be a 
visitor from the Danish Data Inspectorate. 

DATA INSPECTOR: It has come to our attention that your 
lab has come into possession of this black box. Let us be-
gin by considering what we already know. While there was 
personal data involved at the event, this was deleted, and 
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what you have in the box. Well, I highly doubt whether what 
you have is in fact of meaning whatsoever. To be honest, 
this object stretches the imagination of the inspectorate to 
the farthest consideration of our role. Nonetheless, a cer-
tain kind of . . . presence. . . might take shape. I have heard 
that this lab uses unusual methods for writing [9, 10, 16], 
collage [5, 7], vignette [12], ways of acting at a distance 
upon material known as data. (She hands out a form) To 
help you ascertain the nature of what is in the box and how 
to handle it, I have provided you this form. (See figure 3). 
(The group begins to peruse the form as the data inspector 
reads it aloud) Discovery: How do we first determine if we 
are indeed processing data? Is this data? In what way is 
it data? How is it data? How do we know? On what basis 
do we possess this data? Datafication: Have you been in 
proximity to the data? Have you considered how it was col-
lected, stored, retrieved, transmitted, compiled, deleted, or 
annihilated? Processing... (She drones on. The lab mem-
bers sit quietly filling in the form.). 

Simply asking these questions has a way of making what 
is in the box into data. Filling out this form, new traces are 
made, "traces being folded back into data, an endless cycle 
of ’informating’" [18] (citing [8]). Datafication is not merely a 
step in the evaluation of compliance but a becoming. 

DATA INSPECTOR: (Continuing her explanation of the 
form) When do we "process" personal data [4]? How do 
we make ourselves aware that we are processing data? 
The idea of personal data is so broadly defined that you are 
perhaps processing personal information about others as 
you sit here looking at this box. Just by being in proximity to 
it. Certainly if you have touched it. (She pauses, troubled). 

The room is silent, the group hesitates, mumbling questions 
half to themselves and to each other. Do we have consent? 
Is there any value to looking in the box? Under what condi-

Figure 2: The workshop in progress. The lab and its members, 
consisting of researchers and management staff, met up on 
November 27, 2019 for an ’unboxing’ workshop, in which they took 
action on the box containing trace data from the Compliance 
event. The discussion that took place during the workshop is 
presented in this paper in the format of a play. In this image we 
can see the setup of the discussion described in ACT II. Photo: 
cz ETHOS Lab. 

tions might we look? Maybe we are here to ask whether to 
open the box at all. 

LAB MEMBER 3 (Becoming frustrated with the group de-
bate, interrupts): We should get rid of it. The fact that we 
have held onto this object at all was an error, an oversight. 
We asked people to delete something, and we have acci-
dentally sustained a trace of those deletions. It is not data 
that has been collected, it is merely data that has not been 
fully deleted [8]. 
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Figure 3: Excerpt of the form used by the DATA INSPECTOR. 
Photo: cz ETHOS Lab. 

LAB MEMBER 1: Why are we even discussing whether we 
can look at the material? Do we not need a purpose?! (LAB 
DIRECTOR: For the "Pursuit of Knowledge"?) But what is 
that? So, what, just because we call ourselves researchers 
it is legitimate for us to look inside even if we do not know 
what is there or towards what end we are looking [11]? How 
do we determine if this is worthwhile? 

LAB DIRECTOR: It seems we need to first clarify the con-
text of the installation to determine the expectation partici-
pants had about what was collected. Did they have a rea-
sonable expectation of privacy [6, 14], or that this material 
would be reused? It was collected in a public space. 

LAB MEMBER 1 (frustrated): There is a difference between 
having a reasonable expectation that the material collected 
would be used in some way and, and seeing it show up in 
an academic paper! 

LAB MEMBER 2: So little is known about what is on the 
pieces of paper in the box. We do not know that what is on 
the cards constitutes personal data in the first place, the 
kinds of data to which such GDPR compliance rules apply. 

We cannot know the degree to which it is personal data 
unless we look. (He leans the box towards himself, peering 
inside.) We must open it to know how we might use it. 

LAB MEMBER 1: Why should we put things to use? Is our 
curiosity enough? Just because we are researchers in such 
an... an institution?! (She waves her arms, indicating the 
university building). Let us be real. What we are talking 
about — masking as curiosity and pursuit of knowledge—is 
the making of academic publications. Something that is a 
product that is valuable to us, but not to others. 

LAB DIRECTOR: But this depends on what the paper is 
about. What if the paper is not about "them", the partici-
pants, but is rather about this process, or about what we 
find out as we open and make sense of what is there. 

DATA INSPECTOR: (Trying to break the silence) Does the 
uncertainty [3] about what is in the box affect our ideas of 
what to do with it? Does it prompt our curiosity further, does 
it inflate its sense of value, does it release us from responsi-
bility, does it require us to do nothing? 

LAB MEMBER 3: (Emphatically) But we DO have an idea 
of what is on the papers! I attended the event. But even if I 
had not we can reasonably conjecture what is on the pieces 
of paper: "I deleted an email from my boss", "I deleted a 
text from someone who ghosted me". They are irrelevant. 
We should destroy the box. If we know the material is not 
useful, we have no good purpose for holding on to it. We 
have in fact held onto it far too long already. 

LAB DIRECTOR: (Gently.) So then, you are suggesting that 
our knowledge of the local situation and context trumps the 
general status of uncertainty and rational position on knowl-
edge production? It seems we have a problem of memory, 
memories of data, memories of data collected that conflict, 
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Figure 4: The instructions 
provided to those entering into 
Compliance. Photo: cz ETHOS 
Lab. 

4 different stories of the collection and its conditions. We 
have people present here, who participated in the event, 
we can ask about consent. (Turning to a member of the 
group, who participated in the Compliance event) You, do 
you give your consent retroactively for us to use your data? 
(Everyone turns their attention to the lab member being 
questioned. He becomes uncomfortable. The lab direc-
tor redirects) There are qualifiers to consent. We can, as 
researchers, working in the public interest, work with the 
material without consent [6]. 

LAB MEMBER 1: Who are we to engage with this data? 
Those who participated were unknowing that we would look 
at it. That was not clear! (LAB MANAGER: But it was volun-
tarily given.) 

LAB DIRECTOR: Or was it? It was part of a transaction, 
an exchange, a payment demanded. In order to enter you 
must produce some text, you must create some data. 

LAB MEMBER 2: This is the social media loop hole — in 
order to enter you must comply, you must give data. 

LAB DIRECTOR: Is this a form of re-use? It has been so 
long since the original event. If this constitutes re-use then 
consent was not given. 

LAB MEMBER 1: We have been in error to keep this ma-
terial for so long. We are mandated to delete as soon as 

4Loukissas calls for awareness to data’s "enduring local ties" - to the 
local context, rituals, and cultural practices that shape data in its sites of 
collection. While he speaks of big data, we can see that even when data 
has a single origin in a particular local event, that there are nonetheless 
"a range of possible local ties" and with them differing expectations and 
imaginations of what may happen with this material. Such a staging of pro-
longed unboxing helps to surface "conflicting practices of data production" 
and explore "alternatives to universalizing discourses of... data" [13] 

possible unless there is a specific purpose. [6] This material 
has had no specific purpose since its inception. 

LAB MEMBER 4: Except perhaps to be lying in wait. 

LAB MEMBER 2: But we do not know if it is data. For all we 
know, they wrote nothing. 

LAB MEMBER 1: We do not know, but what might we know? 
Is it sensitive, is it identifiable, did they sign it? They could 
have put their full name, address. 

LAB MANAGER: Can I just do a count? 

LAB MEMBER 1: But why? 

LAB MANAGER: I do not know. I want to know how many 
people were there, how many attended. 

LAB MEMBER 4: This is Schroedinger’s data! 

The lab manager turns aggressively to the data inspector. 

LAB MANAGER: And you! You are collecting more data, 
meta-data, new data about the data about the data! 

LAB MEMBER 1: This reminds me of the archive I am 
working with. I spend so many hours with the legal depart-
ment here at the university discussing how to approach 
an archive if I do not know what is in it until I look. Internet 
archives are like that. We do not really know what they con-
tain. We have to make a set of agreements about what we 
will do with the material before we look into it. Everything 
could be in there. We must act as if everything could be in 
there. This is an ever-present tension: how we can know 
without looking, and how can we look without knowing. 

LAB DIRECTOR: If this material speaks to the soul of the 
participants, maybe we do not address each piece one by 
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one, but only as an aggregate. How might we look in the 
aggregate without looking in the particular? Could we count 
without reading? Could we read without analyzing? Could 
we sample without knowing the whole? (LAB MANAGER 
(interjects): But to what end?) 

LAB DIRECTOR: What we have is proof that we have un-
dertaken an act of deletion. We needed to collect this mate-
rial in order to be able to give auditable proof of deletion. 

LAB MANAGER: It seems like we come to an impasse that 
draws out the sense that we cannot agree. Some of us will 
be made more uncomfortable by one option or another. We 
are not a uniform group. At the same time, we can make 
an agreement about what we will and will not do with it, to 
handle our different sentiments of discomfort. 

LAB MEMBER 4: Is the box itself not a piece of data... (one 
that we have already been handling, processing, interpret-
ing, analyzing) should we not focus on that? It is abject, 
liminal, and has a life before this project. Does it get to have 
a life after the project? Do we not owe something to it? 

LAB DIRECTOR: Could a research paper be its afterlife [2]? 

LAB MEMBER 1: But what kind of afterlife is that? One 
where we profit from its destruction? It has been estab-
lished by now that if we empty it of all the data, it loses is 
life, its status and aura. 

LAB MEMBER 2 knocks the box to the ground. Everyone 
gasps in horror at the transgression. 

Act III: An Afterlife for the Black Box 
Enter a data specialist, a consultant the lab has hired to 
help open the box and analyze the data. 

DATA CONSULTANT: (Arrogantly) Your discussions do not 
matter much to my practice. I extract value from data and I 
can assure you that you are deeply misguided. Using data 
is not an option, it is a moral imperative. I see you are fail-
ing to make progress so I am here to assist you. How would 
you like to proceed? 

LAB MEMBER 4: The box itself has gained mythic status. 
Its contents have not changed but our perception of the box 
has changed. 

DATA CONSULTANT: The box? With data? Do you mean 
the database? 

LAB MEMBER 4: Perhaps we should not try and resolve 
the ambivalence that this material raises for us? Maybe we 
should engage it? Write a paper! What if there is a moral 
value, a benefit to society, of exploring data that is given 
under ambivalent conditions? 

LAB MEMBER 1: But we should not profit from this data. 
Not even academically! 

LAB MEMBER 2: But publications are not just currency, it 
is a way of forming collectives and collective understanding. 
Would this not be a way of doing justice to the material in-
side? To talk about the GDPR as a continuum in a way that 
is of no expense to the participants. 

LAB MEMBER 1: Yes, I agree, but there are aspects of the 
ambivalence that we cannot consider if we do not open it. 
That is, have we exhausted already the value of this experi-
ment by discussing whether to open it? Are there justifiably 
any expectations that we might find more ambivalence by 
reading the material within? Are we doing enough justice to 
the material by leaving it unread? 
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Figure 5: This image shows the 
board where the different 
possibilities were plotted, 
discussed and eventually ruled out. 
Photo: cz ETHOS Lab. 

The sense of a need for agreement is present in the room. 
We are at a standstill. Because some of these possible ac-
tions are mutually exclusive. We do not want to simply defer 
the decision. Today is the time for a decision. Yet we cannot 
decide. 

LAB MANAGER: We are stuck in a contradiction here. 
What is of value here? Is it the box? Or is it what is inside 
the box? The box has been a disturbing presence in the 
lab, we cannot perpetually defer this decision. We need to 
consider our sanity! 

LAB MEMBER 4: Let us consider that what is inside is con-
nected to people’s soul. Those who have confessed—it 
has been severed from them and we could work against 
anonymization to reunite the souls with the data that has 
been severed from them. Fix what has been broken. A re-
linking of souls. 

LAB MEMBER 1: But if we did that the box would still cease 
to be. Would that not be avoiding the real issue: the diffi-
culty of living with ambivalence? The box is in fact neither 
open nor closed and it is affectively pulling us to open it... 
by not opening it we leave the ambivalence and that af-
fective attachment in place. How can we do justice to that 
living with ambivalence? 

LAB MANAGER: We should defer the opening for another 
year. Not as a form of inaction, but as a deliberate act. We 
add vignettes to the box! Date these and wait for another 
year, if we decide to open the box then we can use them to 
reflect back on these same issues. What has changed? 

LAB MEMBER 4: But we must not just put it aside. It is like 
we have been reacquainted with an old friend. We can-
not just forget them again. If we are going to defer opening 

the box, how do we make sure that we stay connected and 
linked to it? 

LAB MEMBER 3: Can we put the box on display such that 
people can add to it. Should a sign be placed by it that says 
"this box has never been opened"? 

Concerns emerge on whether there should be a new box. A 
confessional or a shredder outside the lab. Slowly there is 
convergence towards keeping the box open for additions. A 
lab member makes a list of the different possibilities (cf. 5). 

Coda: Living with ambivalence 
The group examines the list of options and feels the pres-
sure of the meeting time running out. It would be a failure to 
simply defer decisions and leave the box in a limbo state of 
waiting for action. Yet among the various options presented 
are some which are mutually exclusive. The group realizes 
that what is important here is not the data itself but the so-
cial contract they have begun to build together, an ongoing 
conversation that is not done, yet will proceed through a set 
of operating principles: 1) The box itself (here representing 
the unexamined dataset as a set of conditions rather than 
just what can be extracted/mined from it) has integrity that 
our process should respect 2) To do justice to this data we 
choose to surface and live with the ambivalences raised by 
leaving it unexamined, and 3) Deferral requires something 
of us — to live with the ambivalence of unexamined data we 
defer deletion/destruction (or use) of the data but we also 
embrace deferral as a deliberate act rather than a form of 
doing nothing. 

Our work reflects on the grayzones and ambiguities of de-
ciding to use, or not, data, questioning imperatives of data-
centric approaches to research. It shifts these discussions 
to ongoing processes focused on doing justice to data with 
deliberate consideration of its potential, or lack thereof. We 
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discuss how deciding on data use, and therefore consent, 
is not a linear process that can be decided a priori in the 
light of the GDPR. Instead, we can best think of these de-
cisions as establishing social contracts and living with am-
bivalence. Working with dramatization as analysis, helps 
surface these concerns, bringing to light the fact that our 
decisions to make use of data are always in relation to its 
non use. 

Finally we connect data as an unfolding event with the for-
mat of the play as presentation, and the idea of the script 
and stage instructions, as something that allows for the 
data to continue to unfold by allowing others to repeat what 
we did, albeit in different ways each time. In our case, we 
decided to leave the box on display, offering a way for par-
ticipants to add their reflections on living with this material 
in its ambivalent, unopened, state. We offered a way for 
participation without diluting the material inside thus inte-
grating its prolonged temporality back into the life of the lab. 
We invite others to do differently. 
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